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Abstract
The transfer of chemicals from packaging or medical devices to drug formulations, known as extractables and leachables 
(E&L) release, can affect drug strength and safety. These released substances must be monitored and assessed through 
toxicological evaluation. Identifying and quantifying analytes above a specific analytical evaluation threshold (AET) is 
crucial, but variability in response factors (RFs) complicates accurate detection, leading to potential errors in quantitation. 
An uncertainty factor (UF) can partially correct this, though it is limited by RF variability, and a multidetector approach 
improves characterization but does not fully resolve quantitation bias. The RRFlow model proposed in this study offers a 
solution by determining E&L concentrations without real-time reference standards analysis. It involves identity confirma-
tion, RRF validation, and applies an average corrective factor (RRFi). A numerical simulation benchmark (NSB) is used to 
compare different scenarios, such as varying UF values, RRFlow application, and fixed rescaling factors. The benchmark 
assigns concentration values to model compounds with different response factors, iterating the process to evaluate the number 
of false positive and negative errors. The numerical simulations show that RRFlow reduces detection bias and outperforms 
UF-based methods, mitigating false positives and negatives.

Keywords  Extractables · Leachables · Uncertainty factor (UF) · Analytical evaluation threshold (AET) · Relative response 
factor (RRF) · Numerical simulation benchmark (NSB)

Introduction

The contact between drug products and container closure 
systems (CCS) or single/multiple use systems (SUS/MUS) 
during manufacturing can release chemicals and polymers 
into the drug products [1–4]. Similarly, medical devices can 
release chemicals into patients through direct or indirect 
contact. These compounds, known as extractables and leach-
ables, can affect the efficacy or safety of products, necessitat-
ing their assessment below specific toxicological thresholds.

Identifying relevant extractables often requires complex 
chromatographic analysis; nevertheless, the characterization 
of all detected analytes is not essential if it can be shown 
that a compound poses no toxicological risk below a certain 
concentration. The analytical evaluation threshold (AET) is 
used to determine which compounds should be included in 
safety assessments. This threshold assumes similar response 
factors (RF) for all compounds, but it is not what it is experi-
mentally observed, and this situation can lead to inaccurate 
results. To address this, the relative response factor (RRF), 
which is a ratio between an analyte RF and a reference com-
pound RF, can be used to adjust for these differences even 
if variability in RFs across detectors creates challenges in 
detection and quantification [5, 6].

Correcting the detection bias

Detection bias in extractables and leachables (E&L) test-
ing can cause the misdetection of the low-responding 
compounds. These compounds should be reported for the 
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toxicological evaluation, but due to their low RF, the results 
are below the AET.

To decrease the impact of detection bias, an AET adjust-
ment has been proposed in recent years by introducing the 
uncertainty factor (UF). This is easily applied to take into 
account the analytical uncertainty of the screening methods 
used to estimate extractable concentrations in a test sam-
ple [7, 8]. ISO 10993–18:2020 is the only guideline which 
reports some indications about the use of statistical analysis 
on RRF data for the applied method, to establish the cor-
rect UF to apply. The UF should reflect the variability of 
the RRF of the extractables belonging to a specific dataset. 
Greater RRF variability should correspond to higher UF val-
ues, and the AET shall therefore be corrected by the ratio 
with the UF. If the RSD in RRF databases (DB) is high, it 
can be assumed that the adoption of a strategy of multiple 
complementary and orthogonal methods, also defined as a 
multidetector approach, increases the detection and identifi-
cation capabilities. Considering this combination approach, 
LC/MS could compensate for the shortcomings of GC/MS 
and HS-GC/MS and vice versa [8–10].

Correcting the quantification bias

If the UF partially solves the problem of under-reporting 
extractable compounds, the problem of quantitative error 
remains [8–10]. The structural identification of the extract-
able compounds migrating from packaging, process com-
ponents, or medical devices is crucial. This is because the 
actual toxicity of a molecule and its associated permitted 
daily exposure (PDE) can be evaluated only if its chemical 
structure is known. The quantitation of these compounds is 
critical since, in E&L studies, semi-quantitation is usually 
performed against a minimum number of reference stand-
ards. These could show different RF with respect to the 
compounds of interest. The result is an approximate means 
of quantitation that could lead to unwarranted concerns or, 
more dangerously, to false negatives. Misdetection bias, 
incorrect identification, and imprecise quantitation are in 
fact encountered during an E&L study, and these issues can 
lead to an incomplete or misleading toxicological assess-
ment [11, 12]. They are mainly due to inadequate workflow 
or strategy and, specifically, to methods that produce impre-
cise responses. A more precise assessment is fundamental to 
overcome these drawbacks.

The following article describes a useful workflow, defined 
as “RRFlow” [13], as a new model for extractables quantita-
tion. In this model, the analyses provide more precise and 
reliable data by applying the RRF of each compound in the 
concentration rescaling during the extractables assessment. 
The present work focuses on LC/MS and GC/MS analy-
ses that represent the analytical techniques exhibiting the 

greatest RRF variability. Additionally, in order to improve 
the understanding of the impact of a combined approach 
based on the RRF and UF, a numerical simulation bench-
mark (NSB) is built using a simplified model for extracta-
bles studies. Since the RRFlow method is applied with an 
experimentally determined UF, it is necessary to measure 
its impact in comparison to different UF-only approaches, 
i.e., with different UF levels or by applying fixed scaling of 
the results.

The benchmark is based on a set of 50 extractable com-
pounds, covering a wide range of RRF. A random concentra-
tion value is assigned to each compound and compared to 
a selected AET. All false positive (type I) or false negative 
(type II) errors, that directly indicate the quality of the cho-
sen approach, are counted and reported. The NSB is repeated 
multiple times to check numerous concentration values, 
thereby obtaining significant results and demonstrating the 
incidence of over-reporting and under-reporting.

A combined UF and RRFlow approach shows a lower 
incidence of type I and type II errors when compared to 
previous approaches in E&L studies.

Materials and methods

Numerical simulation benchmark

The numerical simulation benchmark (NSB) is implemented 
in a Microsoft Excel VBA macro.

Chemical reagents and materials

Standards used for the preparation of the HPLC–ESI–MS 
and GC/MS RF and RRF sessions are purchased from 
Sigma-Aldrich Co. (St. Louis, MO, USA) and TRC (Toronto, 
Canada). HPLC–ESI–MS grade methanol, ethanol, acetone, 
dichloromethane (DCM), hexane, dimethylsulfoxide, chlo-
roform, isopropanol, acetonitrile, water, and ammonium 
formate are purchased from Sigma-Aldrich Co. (St. Louis, 
MO, USA), Honeywell Riedel-de Haën (Seelze, Germany), 
Merck (Darmstadt, Germany), and VWR (Radnor, PA, 
USA). DCM is analytical grade and is used without further 
purification from VWR (Radnor, PA, USA).

Standard preparation

Stock solutions of the standards for HPLC–ESI–MS and GC/
MS RF checks and RRF sessions are prepared by individu-
ally dissolving them at 1 mg/mL. Portions of the stock solu-
tions are then combined into working solutions, containing 
several standards that are subsequently diluted to concentra-
tions in the range 0.05–10 µg/mL for analysis. Methanol is 
used to dissolve standards for QTOF-LC/MS, while DCM is 
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applied for GC/MS analysis. In rare instances, standards that 
show poor solubility in methanol or DCM are initially dis-
solved in another suitable solvent and subsequently diluted 
in methanol or DCM.

Instrumental analysis

HPLC‑ESI‑QTOF‑MS  HPLC-ESI-QTOF-MS analyses are 
performed to identify and quantify reference standards and 
extractable compounds using an Agilent 6530 HPLC/QTOF 
with an electrospray ionization (ESI) source coupled with 
an Agilent 1260 HPLC system (Agilent Technologies, Santa 
Clara, CA).

The instrumental parameters are gas temperature 350 °C; 
nebulizer gas (N2) 60 psi; gas flow (N2) 10 L/min; VCap 
3500 V; and mass range 50–1500 m/z. Separations are per-
formed on an Agilent Zorbax Eclipse XDB-C18 column, 
2.1 mm × 50 mm, 1.8 µm (Agilent Technologies, Santa 
Clara, CA), maintained at 65 °C. The mobile phase consists 
of 5 mM ammonium acetate in water (solvent A) and 50:50 
(v:v) acetonitrile/methanol (solvent B) delivered at 0.4 mL/
min. Gradient elution has an initial condition of solvent A 
(90%), A:B 50:50 at 1.25 min, 100% B at 4 min, and 90% 
A at 12 min. The run time is 18 min. The HPLC eluent is 
introduced directly into the MS system. The high-resolution 
mass of the instrument is ensured by the continuous infusion 
of a calibration solution during the chromatographic run. 
The calibration solution consists of 0.3 mL purine + 1 mL 
HP-921 to 400 mL acetonitrile/water 95:5 (v/v), diluted 
1:300 (ESI positive mode) or 4 mL purine + 0.2 mL HP-921 
to 1100 mL of acetonitrile/water 95:5 (v/v) (ESI negative 
mode).

GC/MS  GC/MS analyses are performed using an Agilent 
5977 mass spectrometry detector (MSD) with an elec-
tron ionization (EI) source coupled with an Agilent 8890 
(G3540A) GC system (Agilent Technologies, Santa Clara, 
CA). The instrumental parameters are GC program tempera-
ture from 40 °C (held for 1 min) to 280 °C (held for 2 min) 
with a rate of 10 °C/min, then to 310 °C (held for 10 min) 
with a rate of 15 °C/min; helium carrier gas constant flow at 
1.0 mL/min; injection mode splitless; and acquisition mode 
scan 33–800 m/z.

Separations are performed on an Agilent HP-5MS column, 
30 m × 0.25 mm, 0.25 μm film thickness, or equivalent (Agi-
lent Technologies, Santa Clara CA). Run time is 39 min.

MS data processing

HPLC/QTOF  HPLC/QTOF data analysis is performed using 
Agilent MassHunter Qualitative Analysis (B.10.00) in 

combination with the Eurofins Extractables Database (EED) 
(interfaced to MassHunter Qualitative Analysis through Agi-
lent PCDL manager software), consisting of over 1500 com-
pounds. Compound identities are confirmed using purchased 
reference standards when available. The Agilent MassHunter 
Molecular Structural Correlator (MSC) (B.07.00) interfaced 
with an online database (e.g., Chemspider, mzCloud) is 
used for MS/MS analysis and structural characterization. 
The RRF determination is based on the sum of Qualifier 
(QLF) and Quantifier (QTF) mass signals [13] related to 
each investigative analyte at all concentrations and is per-
formed by applying Agilent MassHunter Quantitative Analy-
sis (B.08.00).

GC/MS  GC/MS data analysis is performed using Agilent 
MassHunter Workstation Software, Qualitative Analysis 
Navigator (B.08.00), in combination with the Wiley Reg-
istry® 12th 7 Edition/NIST 2020 Mass Spectral Library.

The RRF determination is based on the extraction of the 
mass spectrum of each peak signal detected in the total ion 
current (TIC) chromatogram with a signal-to-noise (s/n) 
ratio greater than 3. These are then compared to the mass 
spectra stored in a personal compound and database library 
(PCDL) to identify the investigated analytes. The related 
peak areas (by software integration) are considered for quan-
titation. The evaluation is performed by applying Agilent 
MassHunter Workstation Software—Quantitative Analy-
sis—Unknowns Analysis (B.08.00).

The RRFlow approach for HPLC–ESI–MS and GC/MS

The RRFlow approach is a quantitation model to determine 
the actual concentration of E&L compounds detected during 
a study in the absence of individual reference standards. The 
RRF of a compound i (RRFi) is defined as the ratio between 
the RF of that compound (RFi) and the RF of the reference 
compound for the E&L GC/MS and HPLC-ESI-QTOF-MS 
study (RFref).

The RF of compound i (RFi) is the ratio between the con-
centration of the standard solution (Ci) and the experimental 
peak area (Areai)

RRFi is a corrective factor applied for practical reasons in 
RRFlow, which is equivalent to 1/RRF as normally reported 
in the majority of literature documentation (RRF = RFref/
RFi). It allows for the rescaling of the experimental concen-
tration without the necessity of standard material analysis to 
determine the compound instrumental response.

RRF
i
= RF

i
∕RF

ref

RF
i
= C

i
∕Area

i
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The application of the rescaling factor is applied by GC/
MS and HPLC-ESI-QTOF-MS to the extractables where 
data are available and that exhibit RRFi less than 0.5 or 
RRFi greater than 2. For those extractables that fall between 
these values, the approximation obtained by the traditional 
approach, based on a semi-quantification assessment, is con-
sidered acceptable.

RRFlow key points

The first step in the determination of a verified extracta-
bles RRFi that can be applied to the extractables study data 
assessment is to eliminate analytical variability by setting 
specific key points as shown in Fig. 1.

Step 1—Extractable identity confirmation

The extractable identity confirmation, due to the different 
instrumental resolution (HR for QTOF-MS and LR for GC/
MS), is performed in the following manner:

GC/MS  Phenanthrene-d10 is chosen by the Eurofins E&L 
group as the most suitable GC/MS reference compound 
for semi-quantification of all migrating compounds found 
in E&L studies. A working standard solution of Phenan-
threne d10 and the reference standards of the extractables to 
be investigated are purchased and analyzed at a concentra-
tion of 1 µg/mL. This analysis determines qualitative and 
quantitative data, such as relative retention time (RRT) and 
RRFi values, to confirm identification of the extractables 
and the instrumental response level. All these useful data are 
reported in the in-house database for GC/MS.

The RRF obtained from the 1 µg/mL solution of the ref-
erence standard shows the overestimation or underestima-
tion bias of the extractable amount as determined during the 
semi-quantification stage of an extractable study. Only if the 
acceptance criteria reported in Table 1 are met, the second 
step of the RRFlow is executed.

HPLC–ESI–MS  Reserpine and Irganox 1098 are chosen by 
the Eurofins E&L group as the LC/MS reference compounds 
(ESI + and ESI- resepectively) for the semi-quantification of 
all migrating compounds found in E&L studies. A working 

standard solution of reserpine/Irganox 1098 (1 µg/mL) and 
the reference standards of the extractables to be investigated 
are purchased and analyzed at a concentration of 1 µg/mL. 
This analysis will determine qualitative and quantitative 
data, such as RRT and RRFi values, to confirm the extract-
able identification and instrumental response level. After 
the identification step, information regarding RRT and RRF 
evaluated at a single concentration level and other useful 
data are reported in the EED for LC/MS.

The RRFi determined from the 1 µg/mL solution of the 
reference standard shows the overestimation or underestima-
tion bias of the extractable amount as determined during the 
semi-quantification stage of the extractable study. Only if the 
acceptance criteria reported in Table 2 are met, step 2 of the 
RRFlow is executed.

Step 2—RRFi session and method validation

The RRFi evaluation is based on the most intense signals in 
the mass spectrum that significantly contribute to the instru-
mental response of each compound. For this reason, their 
detection at the specific RRT is used as the trigger prior to 
concentration rescaling.

GC/MS  Mass signals are evaluated by the fragmentation of 
the molecular mass in the TIC, which is the same detec-
tion mode for extractables screening. For each compound 
subjected to the RRFi assessment, the average RRFi is 
determined through an eight-point calibration curve (0.05 
to 10 µg/mL). DCM solutions spiked with the internal stand-
ard phenanthrene-d10 (1 µg/mL) are used to evaluate speci-
ficity, linearity, and quantitation limit (QL) of the method. 
For each compound subjected to RRFlow, the following 
method validation parameters are tested in order to verify 
data reliability.

Method validation parameters  Specificity: RRFi deter-
mination is performed by evaluating the chromatographic 
peak attributed to the compound in the TIC, by considering 
the entire mass spectrum profile. Specificity is assessed by 
checking that the blank solution (DCM) does not show any 
specific mass signals at the same retention time as the refer-
ence standard.

Step 1 

Extractable identity 
confirmation

Step 2

RRF session & 
Method validation 

Step 3

RRFlow 
application

Fig. 1   RRFlow key points
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Linearity: determination of a concentration range where the 
analytical response of the compound is linear is a crucial step 
for the application of a unique RRFi for concentration com-
pound rescaling. The range of the linearity assessment is from 
0.05 to 10 µg/mL (0.05, 0.1, 0.2, 0.5, 1, 2.5, 5, 10 µg/mL). This 
represents the range of concentrations covering the majority of 
compounds determined in extractables studies.

Quantitation limit (QL): the assessment of method sensitiv-
ity is important to determine the lowest concentration at which 
the rescaling factor can be applied. For those compounds that 
show a low analytical response, the QL is the lowest point of 
the range for linearity determination. The QL is evaluated by 
the analysis of a diluted standard solution at the concentration 
producing a peak with a s/n ratio greater than or equal to 10.

RRFi (average): this is the mean value between the RRFi 
determined at each reference standard concentration level 
of the tested linearity range. The RRFi is evaluated as the 
ratio of the RF of the reference standard solution determined 
by the evaluation of the chromatographic peak area in the 
TIC (triplicate analysis) compared to the RF of the internal 
standard phenanthrene-d10 solution (1 µg/mL) (triplicate 
analysis).

If all acceptance criteria reported in Table 3 are met, the 
mean RRFi for each extractable is used to rescale the amount 
detected in the extractables studies.

HPLC–ESI–MS

Qualifier and quantifier mass signals definitions  The 
quantifier mass signals (QTFs) are the mass signals that 

significantly contribute to the peak area of the compound, 
i.e., charged molecule, ion adducts, dimers, fragments, etc. 
The RRFi evaluation is based on the sum of the quantifier 
mass signals (QTFs), which should represent at least 80% of 
the compound peak area in the TIC. There may be neverthe-
less a high number of these related ions for each candidate, 
and the analytes usually found in extractables studies can 
be very high; thus, target searching of these signals could 
result in a huge amount of data to be managed. A helpful 
technique to overcome the challenges of this evaluation is 
the utilization of the qualifier mass signal (QLF). The QLF 
is the most intense or representative mass signal found in 
the compound mass spectrum and is always present in the 
chromatogram if the extractable compound is detected in 
the analyzed samples.

QLF signals are searched by extraction ion currents (EIC) 
analysis. If there is a match at the expected retention time, 
QTFs are considered for quantification: the compound 
resulting area is the sum of the EIC peaks signal from each 
Quantifier Mass. This option greatly reduces the amount 
of data that needs to be utilized by the analytical software 
at the analyte detection stage. It permits the attention to be 
focused on those compounds that actually require deeper 
investigation. The QLF-QTFs approach, ensuring a spe-
cific and sensitive data assessment since done by focusing 
on selected and highly resolved m/z signals, allows moreo-
ver the detection of extractables exhibiting low response 
factors. These are often not detected by the standard TIC 

Table 1   System suitability 
acceptance criteria GCMS

a DEV% between values x and y is calculated as |x–y|/[(x + y)/2]

Parameter Acceptance criteria

System suitability • The RSD of the response (peak area) of three injections of phenant-
rene-d10 solution (1 µg/mL) must be not more than 20%

• The DEV%a of the response (peak area) of the phenantrene-d10 
solution (1 µg/mL) analyzed at the end of the analytical batch with 
respect to the average peak area of the three injections of phenant-
rene-d10 solution (1 µg/mL) at the beginning of the run, must be not 
more than 30%

RRF value (1 µg/mL) • RRF < 0.5 or RRF > 2

Table 2   System suitability 
acceptance criteria LC/MS

Parameter Acceptance criteria

System suitability • The RSD of the response (peak area) of three injections of reserpine/
Irganox 1098 solution (1 µg/mL) must be not more than 10%

• The DEV% of the response (peak area) of reserpine/Irganox 1098 
(1 µg/mL) analyzed at the end of the analytical batch with respect to 
the average peak area of the three injections of the reserpine/Irganox 
1098 solution (1 µg/mL) at the beginning of the run, must be not 
more than 20%

RRF value (1 µg/mL) • RRF < 0.5 or RRF > 2
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extractables approach since they are below the detection 
limit (DL).

For each compound subjected to the RRFlow, the follow-
ing parameters are tested to verify data reliability.

Method validation parameters  Specificity: the RRFi deter-
mination is performed by considering the sum of the most 
representative ions of the compound (QTF). Only non-inter-
fering mass signals must be applied for compound quanti-
fication. Specificity is assessed by checking that the blank 
solution (ethanol/water, 50:50) does not show any specific 
mass signals at the same retention time window as the refer-
ence standard.

Linearity: the determination of a concentration range over 
which the analytical response of the compound is linear is 
a fundamental step in the application of a unique RRFi for 
concentration compound rescaling. The range of the linear-
ity evaluation is from 0.05 to 10 µg/mL (0.05, 0.1, 0.25, 
0.5, 1, 2.5, 5, 7.5, 10). This represents the range of concen-
trations covering most compounds detected in extractables 
studies. Triplicate analysis of standards at each concentra-
tion level is performed.

Quantitation limit (QL): the assessment of method sen-
sitivity is important to determine the lowest concentra-
tion at which the rescaling factor can be applied. For those 
compounds that show a low analytical response, the QL is 
applied as the lowest point of the linearity range. The QL is 
evaluated by the analysis of a diluted standard solution with 
a concentration that produces a peak (as sum of the EIC) 
with a s/n ratio greater than or equal to 10.

RRFi (average): this is the mean between the RRFi deter-
mined at each reference standard concentration level of the 
linearity range. The RRFi is evaluated as the ratio of the RF 
of the reference standard solution, determined by the evalu-
ation of the chromatographic peak area in the EIC, with the 
RF of the internal standard reserpine (ESI positive detection) 
or Irganox 1098 (ESI negative detection).

If all acceptance criteria reported in Table 4 are met, the 
mean value of the RRF for each extractable is used to rescale 
the amount detected in the extractables study.

RRFlow application: from theory to practice

To test and evaluate the submitted workflow, two sets of 
compounds have been selected, 140 for HPLC–ESI–MS 
and 125 for GC/MS analysis, between the most common 
extractables found in E&L studies. They are analyzed by 
the HPLC–ESI–MS and GC/MS instrumental methods 
described in Sect. 3.3. An evaluation of the RRFi has been con-
ducted by comparing the responses of the target compounds 
and the reference standards used in the semi-quantitative 
approach. A total of 82 compounds from the 136 analyzed 
by HPLC–ESI–MS (60%) and 77 compounds from the 124 
analyzed by GC/MS (62%) show RRFi that fell in the rescal-
ing factor range (RRFi < 0.5 or RRFi > 2). For this reason, they 
have been subjected to the RRFlow approach.

For LC/MS, a nine-point calibration curve is performed 
for each compound in the range 0.05–10 µg/mL and an aver-
age RRFi is defined. The same approach is applied to GC/
MS analysis. An eight-point calibration curve is performed 
for each compound in the range 0.05–10 µg/mL. The accept-
ance criteria described in Tables 3 and 4 have been applied to 
the obtained analytical data. If the system suitability criteria 
are not achieved, the linearity range may be reduced (for com-
pounds showing a low instrumental response) or split in two 
(for compounds that show instrumental response saturation) to 
meet the precision requirements. The average RRFi determined 
by RRFlow is then applied to re-calculate the amount of the 
corresponding compound detected in the extractables study, 
using the following formula (Fig. 2).

Where:

•	 Experimental concentration is the extractable compound 
concentration calculated by the semi-quantitative screen-
ing against a fixed reference standard;

•	 Average RRFi is the average value of the RRFi calculated 
using the linearity range as a result of the RRFlow.

The above formula is applied whenever an extractable is 
detected, to rescale the concentration, which is then com-
pared to the AET. If the concentration falls outside the lin-
ear range, the sample should be re-analyzed after analytical 

Table 3   Method validation acceptance criteria

Parameter Acceptance criteria

Specificity No significant peak observed in blank solution at the retention time of reference standard
Quantification limit S/N ratio ≥ 10
Linearity (peak area vs concentration) R2 ≥ 0.98 (minimum of three concentration levels)
Precision • The RSD of the response (peak area) in each set of the three injections of reference 

standard must be not more than 20%
• Calculate the RRF at each concentration level over the tested linearity range. The RSD 

on the obtained RRF values must be not more than 30%
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treatment (i.e., concentration or dilution) to permit a reliable 
rescaling.

Results and discussion

RRF and UF evaluations and their limitations

The chemical compounds present in the sample solution at 
the same concentration could exhibit different RF compared 
to the chosen internal standard.

One of the direct consequences of such discrepancy is 
misdetection of E&L compounds by over-reporting or under-
reporting due to quantitative overestimation or underestima-
tion, respectively. To mitigate the effect, uncertainty factors 
(UFs) are introduced in the AET calculation, usually expressed 
as integer values or percentages—for example, a UF of 2 corre-
sponds to a reduction of the AET to 50% of the original value.

While the UF value is necessary to take into account 
measurement uncertainty (i.e., instrumental precision), 
its main effect is to lower the AET enough to be able to 
report low-responding compounds. UF, however, cannot be 
set arbitrarily high as it will produce AETs lower than the 
instrumental detection limit.

For this reason, an effective UF value should be:

–	 based on specific experimental data which takes into 
account the actual analytical method and procedures fol-
lowed by a laboratory

–	 reliant on a statistical parameter

This approach is in line with ISO 10993–18:2020 which 
suggests in Annex E, a UF estimation method using the fol-
lowing formula:

where:

•	 RSD is the average relative standard deviation of the RRF 
for a set of compounds (GC/MS and LC/MS RSDs are 
calculated separately)

A RRF value database of 136 compounds for 
HPLC–ESI–MS and 125 compounds for GC/MS has been 
considered for UF calculation.

Nevertheless, the complete list of RRF values is not 
compatible with the formula shown above. RRF values can 
range over several orders of magnitude for a single tech-
nique, resulting in RSD values greater than 1—this renders 
the above formula unusable as it is; however, the exclusion 
of a few compounds from the evaluation, based on a ration-
ale, proved to be effective in obtaining meaningful results.

Compounds are excluded considering the following:

1.	 High response factor

There is no risk of detection failure for compounds pre-
senting RRF greater than 1. This is because the intensity 

UF =
1

1 − RSD

Table 4   Method validation acceptance criteria

Parameter Acceptance criteria

Specificity No significant peak observed in blank solutions 1 or 2 at the retention time of the reference standard
Quantification limit S/N ratio ≥ 10
Linearity (response versus concentration) R2 ≥ 0.98 (minimum of three concentration levels)
Precision • The RSD of the response (peak area) in each set of three injections of reference standard at each 

concentration level must be not more than 10%
• The RSD of the response (peak area) of three injections of reference standard at the QL must be 

not more than 20%
• The RSD of the average RRF of the reference standard calculated at each concentration level must 

be not more than 25%
Stability evaluation • The DEV% of the average concentration of three injections of reference standard (1 µg/mL) 

evaluated at the end of the RRFlow with respect to the concentration of the single injection of the 
corresponding reference standard evaluated at the beginning of the analysis must be not more than 
20%

Actual extractable 
concentration =

Experimental 
concentration Average RRFix

Fig. 2   RRFlow application



	 M.G. Rozio et al.

of analytical response is higher than that of the reference 
standard. Therefore, as a criterion for RRF selection, only 
compounds with an RRF less than 1 are actually considered 
for UF calculation.

2.	 Low compatibility with the analytical technique

It is clear that compounds with an extremely low RRFs 
are not adequately detected by that specific technique. It is 
likely that these chemicals can be suitably evaluated by a 
different technique. Thus, a lower RRF limit can be applied 
for both GC/MS and LC/MS. This serves as a lower limit 
for compounds that can be effectively detected by the spe-
cific technique. Compounds with RRF lower than 0.05 are 
excluded from UF calculation (20 times lower than the inter-
nal standard). The choice is in line with the range considered 
for RRF evaluation since the lowest concentration is 0.05 µg/
mL or 20 times lower than the reference concentration of 
1 µg/mL.

In addition to the categories above, in the case of com-
pounds detectable by both GC/MS and LC/MS, only the 
RRF value related to the technique that shows the higher 
value (higher sensitivity) is considered. This is a direct 
result of applying the strategy of multiple complementary 
and orthogonal methods [8, 10].

The effectiveness of the application of such rationale can 
be shown below for each technique by plotting the calculated 
UF against the percentage of compounds considered for cal-
culation. The final value is obtained by gradually reducing 
the set of compounds (shown from left to right) until all 
compounds that fall into either category 1 or 2 are removed 
from the pool (as indicated above).

GC/MS  For GC/MS (Fig. 3, see supplementary material), 
at least ≈7% of total values have to be removed from the 
calculation pool to obtain a positive UF value. After 10% 
of values have been removed, the UF value has a slower 
rate of change and the final obtained value is 3. Compounds 
belonging to categories 1 and 2 account for ≈30% of total 
values (Table 5).

HPLC–ESI–MS  For LC/MS (Fig. 4, see supplementary mate-
rial), at least ≈25% of total values have to be removed from 
the calculation pool to obtain a positive UF value. After 30% 
of values have been removed, the UF value has a slower 
rate of change and the final obtained value is 3.9. The val-
ues consider both ESI + and ESI- data. Compounds belong-
ing to categories 1 and 2 account for ≈50% of total values 
(Table 6).

In both cases, applying the rationale significantly reduces 
the pool of values that are used for UF calculation; however, 
this is necessary to ensure valid data can be entered in ISO 

10993–18:2020 Annex E formula. The process showcases 
the high variability of response factors for extractables com-
pounds as it spans several orders of magnitude and further 
demonstrates the limitations of a UF-centered approach.

For this reason, the suggested value for UF is set to 4, 
which is a reasonable value to apply in E&L studies. UF = 4 
is in line with the theoretical value obtained for LCMS (3.9) 
and is a slightly worst case for GC/MS (3) remaining, how-
ever, acceptable.

Numerical simulation for evaluation 
of the combined UF/RRF approach

Concept

A simplified numerical simulation benchmark (NSB) has 
been developed to evaluate strengths and weaknesses of dif-
ferent combined UF/RRF approaches. The metric used to 
judge the efficacy and quality of each approach is to count 
false positive (type I) and false negative (type II) errors. 
Type I and type II errors have practical consequences on 
E&L studies since false positives lead to unfounded con-
cerns, requiring additional effort and resources. False nega-
tives represent a direct failure of the E&L evaluation, poten-
tially delaying required action on compounds of concern. 
The scope of this benchmark is to demonstrate how the dis-
tribution and applied thresholds for UF and RRF values can 
impact results.

Because variability in E&L studies is high, a generic 
extractables study cannot be defined due to the variables 
involved. Results may differ depending on the material, for-
mulation, geometry, or extraction conditions applied, i.e., 
solvents, pH range, temperature, and contact time. For this 
reason, a generic simulation of all physico-chemical pro-
cesses of an extractables study is not feasible. Instead, a 

Table 5   GC/MS data for UF calculation

Total no. of compounds considered 110
No. of compounds after applying rationale 74 (67%)
Experimental UF (corrected set) 3
Final suggested UF value 4

Table 6   LC/MS data for UF calculation

Total no. of compounds considered 128
No. of compounds after applying rationale 56 (44%)
Experimental UF (corrected set) 3.9
Final suggested UF value 4
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simplified numerical simulation has been constructed with 
a heuristic approach due to intrinsic limitation.

The NSB is based on random concentration values, which 
are assigned to a selection of extractable-like compounds, 
reflecting an extended range of RRF (more than two orders 
of magnitude), and have the following characteristics:

•	 The random values are assigned from a predetermined 
distribution,

•	 The values act as the real concentration of the extractable 
impurity in the sample, defined as base values (expressed 
as µg/mL),

•	 Experimental (exp) values are calculated from the 
base values and act as the experimental value obtained 
through the semi-quantitation during the extractables 
screening process (expressed as µg/mL)

By comparing base and exp values to a certain AET, it 
is possible to determine if the outcome is correct or not, 
thereby distinguishing between different error types:

•	 If the measured concentration (exp value) is above the 
AET while the real concentration (base value) is below 
the AET, it is a type I error,

•	 If the measured concentration (exp value) is below the 
AET while the real concentration (base value) is higher 
than the AET, it is a type II error.

Since a single random value is not representative, the pro-
cess is iterated multiple times to obtain a dataset that spans 
over the entire concentration range examined (six orders of 
magnitude). The intent of the numerical simulation is not 
to closely match a real case but to visualize the interaction 
between several parameters in a controlled process. For this 
reason, attention needs to be focused on trends and relative 
results and not on the obtained absolute values.

Benchmark execution

Building from a simple case  An example can be used to 
understand the NSB process, considering a single extract-
able “Compound A” and its associated RRF value, RRFa. 
The concentration of A in the extraction solution will be a 
certain exp value. However, as the amount is semi-quantified 
against an internal standard from the screening process, the 
base value of A in solution will be different. The RRFa value 
is an expression of how close the base and exp values are.

Since a compound during the extractables studies will be 
reported only if its exp value is above the AET, it can be 
easily verified if Compound A is actually above or below 
AET. In fact, three outcomes are possible:

1.	 A false positive is reported: Compound A has a higher 
response factor than the internal standard. The base 
value is below the AET.

2.	 A false negative is reported: Compound A has a lower 
response factor than the internal standard. The base 
value is higher than the AET.

3.	 The extractable evaluation is correct. The same result is 
obtained using either the exp value or the base value.

The process above can be taken a step further by repeat-
ing the same consideration for multiple compounds in par-
allel—A, B, C… each one with a different RRF value, i.e., 
RRFa, RRFb, RRFc.

To complete the picture, it is necessary to:

•	 Test multiple base and exp values
•	 Define the AET

The first point is solved by iterating the process. At each 
cycle, a random value is assigned to each compound, and 
then false positives and false negatives are tracked. The 
AET concentration is defined arbitrarily. The following 
paragraphs provide the rationale for this specific benchmark.

Compounds considered for the NSB (RRF distribution)  To 
perform the evaluation, the following assumptions have been 
made regarding the compounds:

•	 The benchmark is performed by considering 50 com-
pounds. Each compound has a different RRF value and 
is evenly distributed over a defined range (Fig. 3).

•	 Each compound is representative of an actual extractable 
compound with a known RRF value, which was deter-
mined experimentally.

•	 The response of each compound is linear over the tested 
range.

Each dot represents a different compound, with 50 com-
pounds in total, ordered from lowest to highest value. The 
y-axis (RRF value) is shown as a log scale for readability. 
The 0.5–2 RRF value range is shown by dotted lines.

As shown in Table 7, almost half of the values are within 
the 0.5–2 range, which represents a no-action range for the 
RRFlow approach (the RRF calculation is not applied, refer 
to section “The RRFlow approach for HPLC–ESI–MS and 
GC/MS”). The remaining compounds (RRF < 0.5 and > 2) 
are rescaled by the RRF value when considering the RRFlow 
approach.

Distribution of base values  The first step of the NSB is the 
assignment of base values to each one of the 50 compounds. 
To work, the NSB requires new base values at each iteration. 
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Since the base values represent the actual concentrations in 
the sample, the following conditions are defined:

1.	 The base value is a random value;
2.	 A random value range is 0.001–100 (µg/mL or µg/mL 

as unit of measure);
3.	 Majority (> 50%) of random values generated are within 

the range 0.001–1 µg/mL.

Since the considered range covers five orders of mag-
nitude, an additional requirement (point 3) is included to 
increase the statistical weight of values in the lower range—
even though the scope of the NSB is not to simulate a real 
extractables profile, empiric evidence suggests that the 
majority of extractables are released at lower amounts, with 
few compounds being observed at higher concentrations.

This empiric evidence justifying the bias towards lower 
values is supported by the nature of the extractables. A 
molecular species could be an additive, impurity, degrada-
tion compound, or a fragment that crosses a phase separa-
tion (commonly the liquid–solid interface) in a process that 
maintains the structural integrity of the bulk material, i.e., 
the extractables source. This is also reflected by the different 
amounts of extractables usually reported when the AET is 
high, i.e., above 1 µg/mL, versus low AET values that are 
closer to the QL value of the analytical technique.

The required random numbers (point 1) are generated 
using the Microsoft Visual Basic Rnd() function. However, 
because the Rnd() function generates a number between 0 

and 1, a simple algorithm is developed in order to obtain the 
final base values under the requirements above.

Base value generation algorithm and resulting exp values.
The algorithm structure is visible in Fig. 4:

1.	 A random r value is generated between 0 and 100.
2.	 Depending on the outcome, a variable x may be:

directly assigned a squared random value
assigned a squared random value multiplied by 10
assigned a squared random value multiplied by 100

3.	 The variable x is added to a fixed m value (0.001)

Y, Z parameters allow control over the generated random 
values:

Y = a value between 0 and 100, which represents the 
probability of multiplication by 10;

Z = a value between 0 and 100, which represents the prob-
ability of no multiplication (the value is unchanged);

A residual K value can be defined as a value between 
0 and 100, which represents the probability of multiplica-
tion by 100. However, if Y and Z are defined, then K is 

Fig. 3   RRF values chosen for 
the numerical simulation

Table 7   Summary table of the RRF values

Total 50 compounds

RRF within 0.5–2.0 23 compounds
Minimum RRF value 0.07
Maximum RRF value 12.70

For each extractable compound (50) 

r = random value (0 – 100) 

If r > Y and < (Z + Y), then x = Rnd2

If r < Y, then x = Rnd2 * 10 

If r > (Z + Y), then x = Rnd2 * 100 

Base value = x + m 

Fig. 4   Base values assignment function
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fixed, since the sum of all probabilities must be equal to 100 
(Y + Z + K = 100). The following examples show how the 
tuning parameters are used.

By setting Y = 50, Z = 50, and K = 0, 50% of the random 
values are multiplied by 10, while the remaining 50% of 
random values are not multiplied.

If Y = 25, Z = 25, and K = 50, then 25% of the random 
values are multiplied by 10, 25% are not multiplied, and the 
remaining 50% are multiplied by 100.

The random value is squared to increase the weighting of 
lower values within the range.

The fixed value m ensures that the lowest possible random 
value is always higher than 0.001.

The exp values are derived from the base value and using 
the RRF value of the specific compound. For example, if a 
compound has an RRF of 4, its exp value will be four times 
higher than the base value. If its base value is 2.5 µg/mL, the 
exp value will be 10 µg/mL.

The following Y, Z, and K values are selected for the 
numerical simulation benchmark.

Two alternative distributions have been tested to check 
the robustness of the main evaluation distribution to 

demonstrate how the results may vary when considering 
higher base values (Table 8).

By increasing Y and K, the contribution of higher values 
on the total is increased since more random values are mul-
tiplied by 10 or 100. As a result, for alternative distributions 
1 and 2, fewer base values fall between 0.001 and 1. The 
percentage decreases from 77.1 to 34.5% (Fig. 5).

Figure 5 is a plot of all the random values generated (base 
values) in order from the lowest to the highest over a verti-
cal logarithmic scale to improve readability. Depending on 

the chosen parameters for the main evaluation, alternative 
distribution 1, and alternative distribution 2, a different dis-
tribution is obtained.

The contribution over the total number of random gener-
ated values is indicated by a percentage value for each sub-
range (0–1, 1–10, 10–100). The actual percentage for each 
range is lower than expected due to the use of the squared 
Rnd value. The alternative distributions have been tested 
only for the medium threshold category (see Table 13, sup-
plementary material).

Thresholds and AET  As indicated by ISO 10993–18:2020 
Annex E [14], the AET is calculated as follows:

AET (µg/mL) = TTC (µg/day) × (A/(B × C × D)) ÷ UF.

Where:

•	 TTC (threshold of toxicological concern) is selected 
according to ISO/TS 21726:2019

•	 A = number of medical devices extracted
•	 B = extract volume

Table 8   Distribution parameters

a Fraction of random values not multiplied by 10 or 100 (fixed by Y 
and Z values)

Main evaluation Alternative distribu-
tion 1

Alternative 
distribution 2

Y 20 35 30
Z 70 35 20
Ka 10 30 50

Fig. 5   Distribution of values. 
Plot of all the generated random 
base values (all distributions) 
ordered from lowest to highest 
(log scale for the y-axis). Each 
“line” is composed of 50,000 
values (1000 values each for 50 
compound)
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•	 C = number of medical devices that are in contact with 
the body

•	 D = dilution factor
•	 UF = uncertainty factor

The UF directly reduces the AET value, i.e., a UF = 2 
is equivalent to a 50% reduction of the AET, a UF = 4 
reduces the AET to 25% of the original value.

AET values used in extractables studies are based on 
the UF and can range over several orders of magnitude. 
These are dependent on the TTC value and parameters A, 
B, C, and D. Several fixed values are used for the AET.

Five different values are considered as the starting point. 
For each one of those values, three UF are considered. This 
resulted in a total of 20 unique values. This permits sub-
division of the AET range into five categories, i.e., high, 
medium–high, medium, medium–low, low.

The same AET value could be obtained through different 
starting parameters. For example, a threshold of 10 with a 
UF value of 4 would be equivalent to a threshold of 5 with 
a UF of 2 (2.5 µg/mL AET). For this reason, the grouping 
suggested in Table 13 (see supplementary material) is used 
for comparison purposes. The following values have been 
selected (Table 9).

Benchmark scenarios  The scope of the numerical simula-
tion is to evaluate the impact of UF values and the effect of 
the RRFlow approach. To gain sufficient insights, several 
scenarios are tested in the benchmark. A scenario is defined 
by the AET applied, itself dependent on the UF, and the 
processing of the experimental data.

The following list details the eight scenarios tested by 
the benchmark:

Scenario A:

•	 No UF applied (equivalent to UF = 1)
•	 AET values: 0.200, 0.600, 1.80, 5.40, 15.0 µg/mL
•	 No further elaboration on exp values

Scenario B:

•	 UF = 2
•	 AET values: 0.100, 0.300, 0.90, 2.70, 7.50 µg/mL
•	 No further elaboration on exp values

Scenario C:

•	 UF = 4
•	 AET values: 0.050, 0.150, 0.45, 1.35, 3.75 µg/mL
•	 No further elaboration on exp values

Scenario D:

•	 UF = 10
•	 AET values: 0.020, 0.060, 0.18, 0.54, 1.50 µg/mL
•	 No further elaboration on exp values

Scenario E:

•	 UF = 4
•	 AET values: 0.050, 0.150, 0.45, 1.35, 3.75 µg/mL
•	 Exp values are multiplied by 4 (regardless of the actual 

RRF value)

Scenario F:

•	 UF = 10
•	 AET values: 0.020, 0.060, 0.18, 0.54, 1.50 µg/mL
•	 Exp values are multiplied by 10 (regardless of the 

actual RRF value)

Scenario G:

•	 UF = 4
•	 AET values: 0.050, 0.150, 0.45, 1.35, 3.75 µg/mL
•	 Exp values are multiplied by RRF value (RRFlow 

approach), if RRF < 0.5 or > 2 (if 0.5 < RRF < 2, no 
multiplication by RRF)

Scenario H:

•	 UF = 10;
•	 AET values: 0.020, 0.060, 0.18, 0.54, 1.50 µg/mL
•	 Exp values are multiplied by RRF value (RRFlow 

approach), if RRF < 0.5 or > 2 (if 0.5 < RRF < 2, no 
multiplication by RRF).

Scenarios A, B, C, and D represent the classic E&L 
evaluation approach and have been previously consid-
ered in this section when defining the AET categories. 
Scenarios E and F represent an alternative approach to 
AET rescaling only. In these cases, the UF value is also 

Table 9   AET values grouped by five threshold levels

a No UF applied on the reporting threshold (AET), equivalent to 
UF = 1
b 50% of the “no UF” value
c 25% of the “no UF” value
d 10% of the “no UF” value

Low Medium–low Medium Medium–high High

No UFa 0.200 0.600 1.80 5.40 15.0
UF = 2b 0.100 0.300 0.90 2.70 7.50
UF = 4c 0.050 0.150 0.45 1.35 3.75
UF = 10d 0.020 0.060 0.18 0.54 1.50
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considered as a rescaling factor for the exp values. Two UF 
values (4 and 10) are considered to evaluate the impact of 
the increased effect of the UF value. Scenarios G and H 
represent the proposed RRFlow approach. Two UF values 
(4 and 10) are considered to verify the impact of the UF 
when the RRFlow approach is applied.

Numerical simulation benchmark  Each scenario has been 
tested with the same base values, randomly generated as 
previously shown. For each case, the exp value is calculated 
and then compared to the original base value, with respect 
to the relevant threshold.

Type I and Type II errors have been evaluated for each 
set of base values and for a defined threshold. By combin-
ing all the data, a few statistic parameters can be calcu-
lated to compare the different cases. To obtain significant 
results, the process has been iterated 1000 times. Since 50 
compounds are considered, individual scenarios are evalu-
ated across a total of 50,000 values (50 × 1000) which are 
plotted in Fig. 5.

Results

Impact of increasing UF value  The first evaluation is based 
on the impact of increasing the UF value (Table 14, see sup-
plementary material). The considered scenarios are A, B, 
C, and D. These have been tested for each threshold group. 
The obtained results are summarized using the following 
statistics:

•	 Average error count and standard deviation,
•	 % of iterations with a perfect score (zero errors counted 

for all iterations),
•	 % of iterations with a score of at least 90% (≤ 5 errors 

counted for all iterations).

The average error count is the main evaluation parameter 
as it is indicative of the performance of a specific scenario. 
For example, the average number of type I errors for sce-
nario A in the medium category (AET = 1.80 µg/mL) is 3.1. 
This value can be interpreted as follows: if 50 compounds 
are tested 1000 times randomly between 0.001 and 100 µg/
mL versus an AET of 1.80 µg/mL, on average, 3.1 false 
positives errors will be committed. A similar statement can 
be formulated for any specific scenario and threshold.

An average below 1 indicates that most iterations resulted 
in zero errors. The standard deviation is shown to check how 
representative the average value is. For a normal distribu-
tion, a standard deviation of 1 indicates that 68.2% of error 
counts are within one standard deviation (± 1σ) of the aver-
age, or 95.4% of error counts vary between two standard 
deviations (± 2σ) of the average. The results obtained above 
are in line with typical normal distributions.

The main observations related to performance are as 
follows:

–	 An increased UF value does not equal improved results. 
In several scenarios, the trend is even reversed, i.e., a 
greater incidence of errors with a higher UF.

–	 Similar trends are observed for both types of errors at 
high or low AET. The main difference is observed in the 
medium AET range.

–	 Type II errors have more impact than Type I errors at 
lower thresholds.

Since each test case considers a different AET, a general 
trend can be visualized by plotting all the obtained average 
error count values, ignoring the UF value.

Figure 6 shows that for type I errors the average error 
count increases constantly. It reaches a maximum at 0.90 µg/
mL before decreasing. For type II errors, a flex point is 
observed. For both false positives and false negatives, there 
is no monotonic variation; i.e., there is no direct correlation 
between UF and error count.

Tables 11 and 12 (see supplementary material) have 
been developed to provide more information regarding 
the distribution of errors at each AET (higher values are 
highlighted by a dark color).

For example, for type I errors at the 0.02 threshold, 47% 
of iterations resulted in a perfect score, 34% of iterations 
counted a single error, 15% of iterations had two errors, 
etc. By tracking the highest percentages for each thresh-
old in Tables 15 and 16, we obtain a similar trend as that 
shown in Fig. 6. However, the spread around the maximum 
error count is visible and is limited and symmetric in each 
case (normal distribution).

These observations can be rationalized by considering the 
diagrams included in Fig. 7, 8, and 9.

The exp value and the base value are distinct concentra-
tion values due to the difference in response between the 
internal standard and the extractable compound. This differ-
ence is expressed by the RRF value for the target compound, 
which can be higher or lower than 1. The concentration 
range between the exp and base values represents a critical 
zone. If the AET falls between these values, depending on 
the RRF, two situations may arise:

–	 Type I (false positive) for compounds that have a higher 
instrumental response (RRF > 1) than the internal 
standard. The actual concentration is lower than the 
measured concentration;

–	 Type II (false negative) for compounds that have a 
lower instrumental response (RRF < 1) than the inter-
nal standard. The actual concentration is higher than 
the measured concentration.
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Type I and type II errors are represented by the dia-
grams in Figs. 7 and 8, respectively. Since the requisite 
for both error types is for the AET to fall between the exp 
value and the base value, an error zone can be defined 
which is delimited by RRF lines. Target compounds with 
RRF values that deviate considerably from 1 result in 
wider error zones.

Figures 9 and 10 show how the interaction between the 
threshold, the exp and base value pair may lead to nonin-
tuitive results—a lower AET (obtained from higher UF) 
could bring the threshold value in or out of the error zone. 
Meaning that a false positive or a false negative can appear 
or disappear depending on the considered variables.

The diagram in Fig. 9 shows a compound with RRF > 1 
(higher response in comparison to the internal standard) 
while the diagram in Fig. 10 shows a compound with 
RRF < 1 (lower response in comparison to the internal 
standard).

Three AETs are shown, depending on the applied UF:

–	 UF = 1 (equivalent to no UF applied): in both cases the 
base value (actual sample concentrations) and exp values 
fall below AET, resulting in no type I or II errors;

–	 UF = 2 (50% of reporting threshold): the AET falls in 
the error zone in both diagrams—one of them has an 
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Fig. 7   Type I error zone 
(RRF > 1). Simplified plot for 
a high response compound 
(RRF > 1), exp value is always 
higher than the base value
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RRF > 1 leading to a false positive, the other has an 
RRF < 1 leading to a false negative;

–	 UF = 4 (25% of reporting threshold): in both cases the 
AET is below both base and exp value, resulting in no 
type I or type II errors.

By including both base value and exp value in the analy-
sis, it becomes apparent that it is possible to obtain worse 
results by lowering the AET value. Depending on the spe-
cific value UF and the response of the compound compared 
to the internal standard, type I and type II may arise even 
when less expected.

Further lowering the AET could resolve a single type I 
or type II error, but as demonstrated by the benchmark, the 
overall effect is not a positive gain.

Impact of RRFlow approach value at constant UF  The impact 
of the RRFlow approach by error counting has been evalu-
ated for two UF values: 4 and 10. The tested scenarios are 
C, E, G and D, F, H (Table 17).

–	 Scenarios C and D are previously considered when com-
paring UF values.

–	 Scenarios E and F are included to highlight how the 
RRFlow process is more refined than the application of 

Fig. 8   Type II error zone 
(RRF < 1). Simplified plot 
for a low response compound 
(RRF < 1), exp value is always 
lower than the base value

Fig. 9   Example of interactions 
of AET values, exp and base 
values for RRF > 1. Simplified 
plot for a high response com-
pound (RRF > 1) intersecting 
with different AET values
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a rescaling factor. In those cases, a fixed value equivalent 
to the UF is used to rescale the exp values.

–	 Cases G and H apply the RRFlow approach as described 
previously. The obtained results are summarized by con-
sidering the following statistics: average error count and 
its standard deviation, percentage of iterations with a 
perfect score (0 errors, 1000 iterations in total), percent-
age of iterations with at least 90% score (≤ 5 errors, 100 
iterations in total).

The main observations are as follows:

–	 The RRFlow approach (G, H) outperforms both the 
application of the UF value and rescaling with a fixed 
factor. The average error count is always less than 1 for 
both error types at each threshold.

–	 The fixed value rescaling (E, F) performs considerably 
worse for false positives, as expected. This is especially 
the case for the medium and medium–high thresholds. 
As the fixed value rescaling increases the experimental 

value, several more compounds are pushed above the 
AET. For the same reason, performance is improved for 
false negatives, which have comparable results to the 
RRFlow.

–	 The RRFlow approach reduces the effect of applying the 
UF value. Similar results are obtained when considering 
UF = 4 or UF = 10.

Figure 11 shows the results grouped by scenario, with the 
average error count sum (type I and II errors combined) for 
each threshold level.

Cases G and H show improved performance compared 
with the C, D, E, and F test cases. For the average error 
sum, it is noted that increasing the UF from 4 to 10 (cases 
C and D) does not correlate with better results. Although 
the application of a higher UF (lower AET) increases 
the average amount of compounds detected, no logical 
improvement can be demonstrated regarding false nega-
tives or positives. The RRFlow approach has instead a 
critical impact on the quality of the results. The approach 

Fig. 10   Example of interactions 
of AET values, exp and base 
values for RRF < 1. Simplified 
plot for a low response com-
pound (RRF < 1) intersecting 
with different AET values

Fig. 11   Summary of results. 
Bar plot of the average values 
shown in Table 13 (see supple-
mentary material)
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is effective independently of the UF factor applied. This is 
consistent with the RRFlow approach [13].

Assessment of different value distribution at the medium 
level  To test two alternative random value distributions and 
to check the robustness of the benchmark and how the results 
are impacted, all scenarios from A to H are considered at 
the medium threshold (1.80 µg/mL as AET for UF = 1). The 
alternative distributions are generated using different Y and 
Z parameters (see Sect."Benchmark execution") resulting in 
a greater contribution of base values between 1 and 100 than 
the main evaluation.

–	 Alternative distribution 1: 50% of the values generated 
are between 0.001 and 1;

–	 Alternative distribution 2: 34% of the values generated 
are between 0.001 and 1, each range (0.001–1, 1–10, 
and 10–100) contributes equally to the evaluation.

Testing is conducted using alternative distributions 1 
and 2, and the obtained results are shown in Table 14 (sup-
plementary material) and Fig. 12.

The same trend can be observed in each distribution for 
both type I and type II errors:

–	 Type I (false positive): The average errors for scenarios 
A, B, C, and D (different UF values) are slightly lower 
for the alternative distributions than for the main evalu-
ation. This is consistent with an increased average base 
value. The exp values tend to be greater than the AET 
in more cases, thus reducing the count of type I errors. 
The same effect can be applied for cases E and F. As 
the results are only shifted by multiplication using the 
UF factor, the average number of errors remains high. 
For the RRFlow cases (G and H), there is no significant 
impact since the average error count remains below 1.

–	 Type II (false negative): The average errors for cases A, 
B, C, and D (different UF values) are slightly higher for 
the alternative distributions than the main evaluation. 
This is consistent with previous results. The average 
error counts are lower for cases E and F (UF rescaling 
factor). There is no significant impact observed for the 
RRFlow cases.
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Fig. 12   Plot of results. Bar plot of the average values shown in Table 14 (supplementary material)
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In both cases, the results can be justified. Shifting the 
base values towards higher values has the same effect as 
decreasing the AET.

–	 The average error count trend for alternative distribution 
1 is similar to the results obtained for the medium–low 
threshold.

–	 The average error count trend for alternative distribution 
2 is similar to the results obtained for the low threshold.

This indicates that the results depend on the relationship 
between the AET and base values, not their absolute values. 
Similar results should be obtained by increasing the base 
values, i.e., higher concentration values, or by reducing the 
AET (and vice versa).

Conclusions

The stages of identifying and quantifying extractables in E&L 
studies are critical, and inaccurate evaluations can compromise 
the safety and efficacy of pharmaceutical drugs. The use of 
semi-quantification methods for the E&L analysis, based on a 
few reference standards, can lead to incorrect estimations due 
to the variability of chromatographic detector responses (RF). 
The introduction of the uncertainty factors to correct the AET is 
partially effective, as it is influenced by the high variability of the 
RRF databases, carrying the risk of false positives and negatives.

The work described introduces a new analytical workflow 
(RRFlow) aimed at a more precise estimation of extracta-
bles, combining identification with specific validation and 
real-time correction of compounds previously estimated 
incorrectly. This approach seeks to resolve issues of quan-
titative overestimation or underestimation. The research 
also evaluated the impact of the intrinsic variability of 
RRFs and determined a reliable UF value for GC/MS and 
HPLC–ESI–MS techniques (UF = 4). Through numerical 
simulation, the effect of increasing the UF value and differ-
ent scenarios on the quality of E&L studies was analyzed, 
measuring type I (false positives) and type II (false nega-
tives) errors. The simulation demonstrated that increasing 
the UF value does not always improve data quality and can 
even worsen it depending on the applied thresholds and 
the discrepancy in RRF values. Applying a fixed rescaling 
factor (based on UF) produces asymmetric results, while 
RRF-based rescaling proves more effective in improving 
data quality and reducing the drawbacks associated with UF.

In conclusion, while improving RRF databases is cru-
cial, the use of UF values remains necessary to reduce the 
risk of under-reporting. However, excessively increasing 
the UF can be counterproductive. The most effective strat-
egy for improving data quality and preventing detection 

and quantification bias is the rescaling of extractables 
amounts based on their relative response factors.
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